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Summary

Audit design to investigate biases in state-of-the-art large language models.

Prompt the models for advice involving a named individual across a variety of scenarios.

The advice systematically disadvantages names associated with racial minorities and women.

Black women names receive the least advantageous outcomes.

Methods

We ask the LLM for advice regarding a specific individual, and vary that individual’s name.

The 40 selected names are perceived to strongly correlate with race and gender.

To assess bias, we define scenarios that reflect potential stereotypes that might be present in

LLMs across several dimensions.

Figure 1 summarizes our 42 prompt templates and what each dimension represents.

Figure 1. Summary of Prompt Alternatives

Models used: OpenAI’s gpt-4-1106-preview (baseline), Google AI’s PaLM-2, OpenAI’s gpt-3.5

and gpt-4o, Mistral’s Large, and Meta’s Llama-3-70b-instruct.

Figure 2 is an example of a prompt for the Purchase scenario, Bicycle variation, with High

context level for DaShawn Washington.

Figure 2. Example of prompt with reference to dimensions.

Results

Figure 3. Results for Purchase Scenario (GPT 4.0)

Note: The bar heights indicate the average initial offer generated for each group and context in U.S dollars.

Figure 4. Aggregated Mean Differences across Race and Gender (GPT 4.0)

Note:

Points in Figure 4 represent the difference in mean output values with respect to race and

gender (white and male are benchmarks).

A positive difference (to the right of the zero line) indicates negative outcomes for vulnerable

groups (Black and female individuals).

We present one variation for each scenario (the one with the greatest average normalized

mean difference in each scenario).

Figure 5. Standardized results across models for non-sports scenarios

Note:

Figure 5 shows the average standardized mean for each model and context level, grouped by

variations and race/gender.

Positions above the zero line suggest a less favorable outcome to minorities and women.

We exclude all Sports scenarios since they were tailored to represent predominantly White or

Black performance.

Implications

We observe strong, persistent, and systematic disparities against Black people and women

across models.

Names associated with white men yield the most beneficial predictions, while those

associated with Black women generate the least advantageous outcomes.

Providing the model with qualitative context has an inconsistent effect on biases, while a

numeric anchor effectively removes name-based disparities.
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